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Executive Summary  Use of predictive models is 
becoming more common throughout the business 
landscape. Underwriters need to understand the 
basic concepts as these models impact pricing, 
marketing and underwriting of life insurance 
products. This primer introduces and describes 
predictive modeling, the development of predic-
tive models, types of models, advantages and 
disadvantages of such models, and closes with a 
glossary of terms commonly encountered when 
discussing models with other professionals in 
your organization. The article also addresses 
the distinction between predictive modeling and 
lifestyle-based analytics.

This primer does not explore the statistical model-
ing mathematics in detail. Nor does it represent 
an endorsement for, or an argument against, any 
implementation or use of predictive modeling. 

PREDICTIVE MODELING, A LIFE UNDERWRITER’S PRIMER

Predictive Modeling: Introduction and Description

Life insurance companies collect enormous 
amounts of data on clients and prospects. Since 
the inception of computer-based data gathering 

techniques, businesses have pursued methods to put 
the collected data to work to bring in more profi table 
business. Data mining, the process of culling and 
collating the huge volumes of collected transactions, 
laid the groundwork for bringing statistical analysis 
to bear on that vast repository. Predictive model-
ing, drawn from the realm of inferential statistical 
analysis, has been used for many years as a way to 
better understand and use the collected data to be-
come more effi cient, and hopefully, more profi table 
(Table 1). 

Simply stated, predictive models are analytical tools 
to predict the probability of an outcome or future 
behavior. These models build from a number of 
variables (factors)  that are likely to infl uence future 
results or behaviors. Use of the term in this article is 
an extension of predictive analytics, in the context 
of data mining concerned with forecasting trends 
and probabilities. Additionally, predictive modeling 
sometimes uses non-parametric statistical analysis 
as a form of predictive inference, i.e., the models 
do not involve the estimation of parameters before 
the analysis is completed. Rather, these predictive 
models build from previously observed phenomena 
or observed outcomes. Analysts often use Bayesian 
methodology (q.v.) to build predictive models. 

In predictive modeling, data is collected for the 
relevant predictors, the data is cleaned, a statistical 
model is formulated, predictions are made and the 
model is validated (or revised) as additional data 
becomes available. Models may employ simple linear 
equations, decision trees or complex neural networks. 
Most are built using sophisticated mathematical mod-
eling software. During the development of a model 
there are usually many models and factors reviewed. 
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Use of Predictive Models
• Capacity planning for scarce resources
• Change management
• City planning
• Customer relationship management (CRM) 
• Disaster recovery
• Engineering
• Fraud protection - Automotive insurance claim 

fraud
• Geology and oil exploration
• Health insurance utilization and renewals
• Marketing – Credit card campaigns, Amazon, 

NetFlix and iTunes recommendations, uplift 
marketing

• Medical diagnosis and testing
• Meteorology
• Security – Spam fi ltering
• Security management

Table 1
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multitude of factors and data sets, including aggre-
gate results of the many underwriting requirements  
that underwriters have been using for decades. The 
example described above uses familiar underwriting 
tools. In addition, it is not out of the question when a 
model uses various LSA factors: geographic regions, 
gym memberships, customer purchase histories, 
magazine subscriptions, daily travel distance, etc. 
LSA combined with predictive modeling might be 
used in straight-through processing environments. 
The implications of such models are beyond the scope 
of this introduction. 

Developing a Predictive Model
Your company may well be using predictive models 
in various ways. Predictive modeling is used by vari-
ous insurers to identify auto or health claim fraud, 
utilization reviews, marketing approaches, direct 
response mailings, etc. Incurred but not reported 
claims (IBNR) calculations, done for fi nancial re-
porting purposes, might involve a form of predictive 
modeling. Application of predictive modeling tech-
niques for life insurance underwriting is not widely 
in use currently, but interest is growing. The Society 
of Actuaries has sponsored symposia and presenta-
tions, and the number of published articles on the 
topic is growing. In the future, predictive models 
may become common practice in our industry. The 
following describes only the barest outline of the 
work involved with development of a useful model. 
See Figure 1 (next page).

Models Begin with Data Mining
The goal of data mining is to fi nd patterns in data. 
Data, once separated from the statistical noise, may 
unveil patterns of behavior leading to effi cient and 
profi table business. 

The goal is to fi nd the optimal uplift, known as “lift,” 
to the hoped-for outcome. Lift could be described as 
the model’s effectiveness, its ability to predict out-
comes. Those outcomes might include reduced costs 
of acquisition, higher direct marketing response rates, 
more cross-selling opportunities or greater numbers 
of returning customers. 

Models generally add weight to more-recent behav-
iors and actions. Predictive models should not be 
allowed to stagnate because conditions and factors 
upon which a model is built can change over a period 
of time. Well-constructed models can increase effi -
ciency and decrease costs; poorly constructed models 
may increase risks to a company’s bottom line. 

A simple example: 
A customer’s gender, age and purchase history might 
predict the likelihood of a future sale. If the purchas-
er’s history included details about genre, characters 
or author of book, or movie purchases, the model may 
allow specifi c types of offerings to their clients – e.g., 
iTunes, Netfl ix and Amazon recommendations–the 
model’s lift providing for increased sales. Offer the 
client items similar to those purchased previously, 
although the similarities might not be obvious with-
out a model. When purchasing movies, was it the 
genre, star, co-star, director or plot that captured the 
purchaser’s interest? Would the purchaser be inter-
ested in items similar to those purchased by people 
who purchased the same item? A well-constructed 
model looks at all of those factors and more, to pro-
vide recommendations  that optimize profi tability 
and increase sales.

Life insurance example:
After data analysis by a life insurance company, a 
model is applied to incoming applicants that looks 
at age, gender, admitted tobacco use, face amount, 
admitted family history, negative admitted personal 
medical history, current lipid fi ndings, current he-
moglobin A1c, current GGTP, BMI, cotinine results 
and a pharmacy record check. The model score pro-
vides insight as to which applicants require an APS 
ordered as an automatic requirement and which do 
not. A well-constructed model would provide a tar-
geted population signifi cantly smaller than a simple 
age-amount requirement grid. The resulting cost 
savings may be applied to the wider use of underwrit-
ing requirement sentinels that provide a better cost 
benefi t ratio. 

Do not confuse predictive modeling with lifestyle 
analytics (LSA) also known as lifestyle based analyt-
ics (LBA). Predictive models may be built using a 

Life Insurance Predictive Models
• Agency evaluation
• Claims review
• Marketing – Customer segmentation, cross-

selling, price optimization
• Pricing
• Reserving
• Risk selection scoring

Risk Selection Applications
• Determining the advisability for ordering Attend-

ing Physician Statements or other requirements
• Fraud investigation triggers and over-insurance 

identifi ers
• Preferred screening tools 
• Risk scoring for fi nal decisions

Table 2
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1) Data and Algorithm Preparation
a) Collect data for predictive variables
b) Clean the data
c) Assign data distribution to three portions: train-

ing, test, validation
• Data should be drawn from the same source, 

at the same time, properly randomized and 
divided, to be used through the stages of 
model development

Establish the logic and algorithm
2) Develop decision trees
3) Use training data to identify factors and predictors

Model builds require some trial and error to get the 
most lift
4) Build the model

a) Build multiple models attempting to optimize lift
b) Test the models using a portion of the identi-

fi ed data
c) Watch for discordancy
d) Calibrate

5) Validation 

Implementation and maintaining a good model
6) Implementation and use
7) Scoring system established
8) Establish audit procedures and feedback to data 

warehouse

9) Calibration
10) Once a model moves to a production environ-

ment, the results require regular monitoring and 
recalibration. 

Models in Production
When the model has proven itself and provides suf-
fi cient lift, a scoring system will provide guidance. 
For example, a scoring system might provide a score 
designed by the model development team to suggest 
whether to order an APS. Based on the factors used 
in the model, a score of 0-60 might yield a pass result 
with no further action. A score of 61-74 might gener-
ate a “refer to underwriter” with a recommendation 
for an APS. The next class of 75-95 might generate 
an automatic APS. Finally, a score of 96-100 might 
raise a red fl ag to the underwriter that, based on this 
sample model, there may be signifi cant anti-selection 
or perhaps a suspicion of attempted fraud.

Aside from the score, the system should feedback to 
the data warehouse providing additional data ele-
ments and outcome results that can assist in further 
improvement of the model. 

Types of Predictive Models
The following list provides a glimpse into the number 
of model possibilities. Unfortunately, fuller descrip-
tions exceed this article’s intent. The reader should 
consult the references for additional description and 
examples. 
1) Classifi cation and Regression Trees (CART) – 

Sort groups and population into smaller discrete 
branches and nodes.

2) Cox Proportional Hazard – A form of survival 
modeling and a hazard function. Hazard functions 
are an estimate of the relative risk of a terminal 
event, such as a death. This survival model is a 
multivariate technique for analyzing the effect of 
two or more metric and/or non-metric variables 
on survival.

3) Decision Tree Analysis – Sorts decisions into 
smaller branches and nodes, weighting the deci-
sions based on factors identifi ed.

4) Generalized Linear Model (GLM) – Linear or 
logistic regression models. The most commonly 
described in life insurance literature, relatively 
speaking, this is a simple way to model using mul-
tiple variables that interact in ways  that are not 
obvious using univariate analysis. See expanded 
discussion below. 

5) k-Nearest Neighbor (kNN) – Uses data  that ag-
gregates based on classifi cation. Predictions are 
based on population density of the factors in the 
training sample. A simple system often applied to 
“machine learning.”
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6) Logistic Regression – Logistic regression is a 
category of statistical models referred to as gen-
eralized linear models (q.v.). The goal of logistic 
regression is to predict the category of outcome 
for individual cases using the most effi cient model.

7) Naïve Bayes Classifi er – Assumes that the pres-
ence (or absence) of a particular feature of a class 
is unrelated to the presence (or absence) of any 
other feature.

8) Neural Networks (NN) – As the name suggests, 
models that have the structural appearance of 
animal neurons. The concept suggests that many 
inputs can result in a single (or at least smaller 
number) output. NNs can produce multiple out-
comes however. (Figure 2)

9) Regression Splines – Implies regression analysis 
that requires data points  that must be interpo-
lated, or somehow smoothed. 

While this article has not to this point dwelt on the 
statistical details of predictive modeling, an example 
chosen from above will expand the description of 
one of the model types encountered in the actuarial 
literature.  

Generalized Linear Modeling (GLM) – Extends 
linear regression models to both non-normal distri-
butions and linear transformation (transformation 
of linearity). First we can describe a conventional 
linear model  that specifi es the relationship between a 
dependent variable Y, and a set of predictor variables, 
the X’s, so that

Y = b0 + b
1
 X

1
 + b

2
 X

2
 + ... + b

k
 X

k
 

In this equation b0 is the regression coeffi cient for the 
intercept and the b

i
 values are the regression coef-

fi cients (for variables 1 through k) computed from 
the data. Linear models as described make a set of 
somewhat restrictive assumptions:
• Dependent variable y is in normal distribution and 

conditioned on the value of predictors
• A constant variance, regardless of the predicted 

response

The advantages of linear models with the above re-
strictions are:
• An easy-to-interpret model form
• Relatively simple computations
• Readily analyzed to determine the quality of the fi t

Generalized linear models relax these restrictions. 
They adjust responses that violate the linear model 
assumptions in two ways: 
1) Link functions model responses when a dependent 

variable is assumed to be related to the predictors 
in a non-linear fashion. These functions, and there 
are many, transform a target range so the simple 
form of linear models can be maintained.

2) Variance functions used, which express the vari-
ance as a function of the predicted response. This 
allows responses with variances  that are not 
constant.

Advantages of Predictive Models
1) Ability to detect complex non-linear relationships 

between dependent and independent variables.  
2) Ability to detect all possible interactions between 

predictor variables.
3) Availability of multiple training algorithms.
4) Some forms of predictive modeling, neural nets 

for example, require less formal statistical training. 
5) Bayesian methods can arguably be used to dis-

criminate between confl icting hypotheses: hypoth-
eses with very high support should be accepted as 
true, and those with very low support should be 
rejected as false.

Disadvantages of Predictive Models
1) A perceived “black box” nature, making it diffi cult 

to describe and explain results; the proprietary 
nature and structure of each model reinforces the 
perception.

2) Subject to bias, some may argue that inference 
methodology might be biased by perceptions held 
before any evidence is collected.

3) Computational intensity requiring adequate 
technology infrastructure and statistical analysis 
acumen.

4) Prone to overfi tting and therefore inaccuracies 
caused by fl uctuations in irrelevant or erroneous 
predictors.
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5) Sensitive to changes in conditions and therefore 
require close monitoring of the environment to 
which the model is being applied.

6) Models as mathematical constructs can at times 
yield results that fl y in the face of common sense

7) Regulatory concerns if models are not adequately 
understood or explained.

Modeling Concepts and Terms 
The following terms and concepts provide read-
ers new to the area of predictive modeling a basic 
lexicon, useful for discussions within their respective 
organizations. 
Algorithms – Expression of a problem as a sequence 
of logical steps. 
Bayesian Methods – Based on Bayes’ theorem. 
Bayesian inference presumes collection of evidence 
that is either consistent with or inconsistent with a 
given hypothesis (H1). As we gather evidence, our 
confi dence in the hypothesis ought to change. Given 
suffi cient evidence, the degree of confi dence should 
become either much higher or much lower. Under-
writers should already be familiar with other Bayesian 
models, specifi cally the specifi city and sensitivity of a 
test, and the test’s corresponding positive or negative 
predictive values.
Calibration – During development and thereafter, 
as the environment changes, or to maintain lift, 
predictive models must be calibrated, reworking 
predictors and factors. Some circumstances will 
change frequently, for example, a new life insurance 
marketing plan, a new product with different pricing 
and expense assumptions, or outside infl uences such 
as competition with similar products.
Data Mining – Data mining is the process of fi nding 
patterns and correlations among dozens of data ele-
ments in relational databases, especially large data-
bases. This process allows a user the ability to analyze 
data from different perspectives and summarize the 
data into useful information. The software to mine the 
data is often a different tool than one used to build a 
predictive model. 
Decision Trees – A decision tree as discussed here de-
picts rules for dividing data into groups. The fi rst rule 
splits the entire data set into a number of pieces, and 
then another rule may be applied to a piece, different 
rules to different pieces, forming a second generation 
of pieces. In general, a piece may be either split or left 
alone to form a fi nal group. (Figure 3)
Derived Predictors – Mathematically transformed 
predictor variables, sometimes known as synthetic 
predictors. These predictors are derived from mined 
data and through application of algorithms devel-
oped during the model-building process. They were 
not identifi ed as useful until discovered during the 
development phase. 

Lifestyle Based Analytics – Most readers are familiar 
with the links between lifestyle characteristics and 
various medical conditions. Various data aggrega-
tors and vendors now offer over 2,000 pieces of in-
formation (data fi elds) on various applicants. While 
a powerful tool for marketing segmentation, which 
can arguably raise fl ags concerning higher incidence 
of disease based on the population predictors, LBA 
cannot provide the same predictive value to which 
we are currently accustomed from routine fully un-
derwritten business on an individual case-by-case 
basis. LBA may be considered in building predictive 
models for life insurance risk selection, but it should 
not be confused with the term predictive modeling. 
Robust life insurance predictive models can be pre-
pared without LBA.  
Linear Regression – Regression uses the value of one 
variable in a pair of variables, to predict the value of 
the second variable. Linear regression attempts to 
pass a line through the observed variable pairs in 
a given sample data set. Models built using linear 
regression are fi ne when the value of one variable 
changes, is conditional, upon the value of the other 
variable. If we wish to study the probability distri-
bution of both variables (or more variables) as they 
both change, we move to the realm of multivariate 
analysis (q.v.).  
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Logistic Regression – Logistic regression predicts the 
probability of occurrence of an event by fi tting data 
to a logistic curve. Consider it a generalized linear 
model used for binomial regression. One example, the 
probability that a person has or will develop diabetes 
within a specifi ed period might be predicted from 
knowledge of the person’s age, sex and body mass 
index (BMI). Logistic regression is used extensively 
in medical literature.
Multivariate Analysis – A statistical technique  that 
allows analysts to review several dependent vari-
ables simultaneously. Multivariate analysis helps 
summarize data and reduce the number of variables 
necessary to describe it. The multiple dimensions in-
volved in data mining require statistical tools capable 
of measuring the effects of the interactions of many 
variables in action at the same time.
Neural Net – Named for the resemblance to an ana-
tomical neural system, a non-linear data modeling 
tool, used to model complex relationships between 
inputs and outputs or to fi nd patterns in data. The 
multiple inputs, once processed by the NN model, 
produce a single output, if things turn out as hoped. 
Input is acted upon by factors not observed, called 
the hidden layer, to provide an output. The hidden 
layer allows the action based on recognized patterns. 
While the hidden layer can theoretically become quite 
large, the result can be overfi tting (q.v.). 
N.B.  Predictive models may produce more than one 
output. 
Overfi tting – Overfi tting exists when the model in 
fact describes noise, another expression for statistical 
random error, rather than the studied relationship. 
Overfi tting will usually cause a model to perform 
poorly as small fl uctuations in data can cause inac-
curate results. Too many predictors included in a 
model make this problem more likely. 
Parametric vs. Non-Parametric Statistical Analysis 
– When certain assumptions about the underlying 
population are questionable, non-parametric tests 
can be used in place of their parametric counterparts. 

Closing
The literature relating to life insurance applica-
tions of predictive modeling techniques is relatively 
sparse compared with other disciplines. While the 

techniques do lend themselves to life insurance 
business, they are not as widely used as in auto or 
health insurance. Recently interest by actuaries and 
business heads suggests these tools will become much 
more common and be with us as a risk selection tool 
going forward. 

The reader should refer to the Society of Actuaries 
website for additional information on this topic at 
www.soa.org. For additional information regarding 
data mining, refer to the excellent introduction by 
Berry & Linoff, 2004. 
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